
Statistical inference may be divided into two major areas: 

a) The estimator

1- Characteristics of a good estimator: (unbiased, with the least variance)

2- How to construct an estimator: (maximum likelihood)

b) Making decision or drawing conclusions

3- Constructing Confidence intervals.

4- Conducting the testing of hypothesis.





Population with known variance



(a) Construct a 95% two-sided confidence interval on mean compressive strength.

(b) Construct a 99% two-sided confidence interval on mean compressive strength. 

Compare the width of this confidence interval with the width of the one found in part (a).

Example1

Solution



If the population variance is unknown we use the T-distribution (if 

n<30), but if n become large, we can use the Z-distribution

Population with unknown variance



Example 2:

Solution



Example 3:

Solution



Ex: An article in the 1993 volume of the Transactions of the American Fisheries 

Society reports the results of a study to investigate the mercury contamination in 

largemouth bass. A sample of fish was selected from 53 Florida lakes and 

mercury concentration in the muscle tissue was measured (ppm). The mercury 

concentration values are

We want to find an approximate 95% CI on 

Solution:


